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INTRODUCTION

No exact date. can be designated as m rking the birth of organizational

development. Perhaps the late 1950's or early 1960's marked the first use

of the specific term. What has taken place, therefore, has occurred

within the last 15 years, years which have seen a substantial investment

in the range of activities loosely representing this applied field.

Although we lack exact dollar counts, a plausible estimate of the total

funds invested in organizational development must run to hundreds of

millio,,s of dollars. By any standard, this is a large amount, one that

no entity -- whether it be public or private -- may take lightly.

This sane time pi Mod represents ds well the first point at which

it was conceptualized as oManizational development, as opposed to manage-

,ent development or simply training. No exact definition has general

currency, but the term is generally taken to refer collectively to an

&ssortment of training or therapeutic Interventions whose aim is presumed

to be improvement of the organization ond its members.

The reasons for organizational development's emergence at this

perticular time are not totally clear. Still, it no doubt ties to the series

uf traumatic national events which characterized the turbulent 1960's and

early 1970's--war, assassination, inflaLion, energy crises, and political

scandal. It was, iii these short years, an intense period that called into

question old ways of solving problems and old standards of behavior, while

it called for new ones.

This applied profession's success in producing such constructive

changes Is another matter, however. Whatever its accomplishments may have

been, they have been poorly documented, with the result that the base of
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It is particulariy to the last of these issues -- the c,)nsultant's

role -- that the present report turns. An important part of the consultant's

role is often presumed to be diagnosis -- translating a wide variety of

symptoms into a coherent pattern that permits planning and carrying out

appropriate remedial action. According to Lawrence & Lorsch (1969), the

reasons for the importance of diagnosis In organifational development are

many afid persuasive:

(1) The client system may not be aware of the problem at all.

For example, the difference between present effectiveness

levels and unanticipated opportunities, rather than obvious

difficulties, may be the "problemi."

(2) The client system way riot be aware of the real problem.

(3) A discrepancy between actual and desired outcomes does not

explain and account for itself.

(4) Probleml variance is likely to be multiply caused.

(5) Causes are likely to interr-.thte in complex ways,

(6) Causes are likely to differ greatly In potency, and what

is desired is a designation of variables with leverage.

(7) Meaning can only be givtwn to causal information by. casting

it into an appropriate configuration against a set of

princi ples.

(8) What is required for action planning is an overall and

integrated view, not a parochial one.

(9) Diagnosis, if done well, provides some insurance agains.

rushing into an inappropriate treatment that may prove

damag ing.
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A

In contrast to this, the article cited earlier (Bowers, 1976) turned

attention to assumptions concerning the consultant's dijgnostic role in

n.0D The points made there bear repeating.

While a number of writers have attributed a diagnostic

role to consultants, what goes unrecognized is that

thei r di agnoses are often put to IIttle other than

heuristic use (that is, they are used merely to

stimulate an interesting discussion).

An unpublished study of consultants' diaqnostic skills

showed (a) inability to agree with diagnostic con-

clusions more formally obtained, and (h) more positive

change occurring where consultants did relatively little

diagnosing than where they did a great deal of it.

*.Most consultants currently employ diagnostic methods

which rely upon one observer--the colisultant himself

or herself--to obtain data. The N Is restricted, not

only in this fashion, but also by the fact that this

consultaiIt-observer is limited to a time-bound behavior

sample.

These observations should not surprise us. F},dings from the general

field of ausessment and classification have provided strong support to

the position that siAtistl.Ic prediction is superior to non-statistical

or Judgffental methods (Cronbach, 1960). For example, in Muuhl's (1954)

major review of clinical versus statistical prediction, it was found that

Ct.atlstical prediction was equal to or superior to clinical prediction

in 19 out of 'Z0 cases.
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Citing this body of accum~ulated evidence, Cronbach explores the

reasons for perenially poor showrings by (clinical) judges:

. Judges combine data by means of intuitive weightings

which they have not c,;ecked.

. Judges casually change ve-lights from one case to the

next.

. Judges are unreliable, in the sense that the same

case might not be judged the same way twice in

successi on.

. Judges have stereotypes and prejudices which affect

their judgments.

His conclusions ire the following:

"What does this imiply? It implies that counselors,
personnel managers, and clinical psychologists should
use fonnal statistical procedures wherever possible
to find the best combining formula and the true
expectancies for their own situation. They should
then be extremely cautious in departing frown the
recownendations arrived at on the basis 'of the
statistics..." (p. 348)

If this is the desirable state for organizational development as well,

It is scarcely what in fact obtains. Levinson (1972, 1973), in his

published remarks which led to the celebrated exchange with Burke (1973)

and Sashkin (1913), stated that there is little resembling formal diagnosis

in 0.D. Consistent with Kahn's observations cited above, Levinson stated

that the field is characterized by "ad hoc problem-solving efforts and a

heavy emphasis on expedient techniques." Tichy (1975) does rnoL reassure

us when he finds, in his systematic empirical study, that change agents

(consultants) seem to have limited diagnostic perspectives, that their
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diagnostic franeworks are rather closely limited to their personal values

and goals, and that the potential for intrusion of bias is not small.

Unfortunutely, re:-oiiwended alternatives are relatively scarce.

Levinson's recommendations build upon a view and a method of organizational

diagnosis that i.. an extension of the clinical case method. While large

amounts of empirical data would be gathered, injecting a clinical judge

between the data and the conclusion runs the risks listed above by

Cronbach.

On the other hand, this is not the situation nor the age for "raw"

empiricissn. As Lhe lengthy discussions nationally abouL discrimination

in testing have revealed, in the interest of fairness and equal treatment,

more must be taken into account in a decision process than any siniple set

of numbers, especially where connections between the numbers and real

world events miAy not be obvious. In a similar vein, the sudden rise of the

assessment center concept has shown that an appropriate criterion in this

(lay and agqe (in employee selection, but by extension to the problaii of

treatment selection in O.D,) must include demonstrable connection between

the iieasures used and the operations or functions perfotred In the real

organ I zatlon.

These factis lead us Lo the following preliminary conclusions, which

fonu a startinq point for the research to be uidertaken in the present

report and in the reports which follow it:

"rhe base of scientific knowledge which undergqrds

organtizational development, while it is growing

rapidly, is still remarkably small.
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Much of what is done is based upon consultants'

predilections or fads, not upon solid reasons

diagnostically generated.

There is as yet 'little that could really be

tenied rigorous diagnosis practiced within the

O.D. profession.

Here, as elsewhere, statistical prediction is

likely to prove far more accurate than clinical,

or clinically mediated, prdiction.

Raw empiricism, in the form of predictors riot

obviously related to the processes and functions

being diagnosed, no matter how seemingly accurate,

are no longer societally acceptable. PredIction

must be based upon nmeasures derivable from solid

scientific evidence about organizational

functi oni ny.

To understand what is or must be involved in diagnosis, we turn to

a field which has practiced and taught diagnosis for years and decades,

or even centuries: medicine. Ledley and Lusted (1959), in what must

be counted as a seminal article, dealt at some length with the reasoning

foundations of medical diagnosis. Table 1 presents a ftw of the principal

points which they make, along with organizational diagnostic analogs.

In the next sections we present a brief discussion of the content of each

point.
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Symptoms and Disorders

The total pool of available characteristics (of client units) is

at any time limited to those which our knowledge base contains some infor-

mation about and which our measurement methods are capable of measuring.

All available characteristics are, at some level on their respective

scales, potential symptonm. Whether they are, in fact, regarded as

"symptoms" or not depends upon what past research and experience has found

to be true -- that is, what has been added to ;-he knowledge base.

What, then, are diseases, disorders, or s~ates of organizational

dysfunction? A disease is a hypothetical construct -- a theoretical

term used for convenience purposes to refer to a whole chain of physi:al

events which are hypothesized as having occurred. "Proof" that the

hypothesized sequence has occurred (or is occurring) is obtained by some

form of validation process. This validation can be concurrent or even

retrospective: if little Johnny has influenza, he should display

particular additional characteristics or should have displayed them within

the last 24 to 48 hours. It can also take the form of construct

validation, that is, of showing that only those observables that are

hypothesized as going together in fact appear. Finally, the validation

process can be predictive: we can wait to see whether subsequent,

predicted signs of influenza appear in little Johnny's case. Throughout

this .equence of comparisons, ho'vever, "influenza" is a hypothetical

sequence of events which we presume to be able to see -pecific signs

of at specific points in time. Its excellence as a classification

category at any given point in the professlon's development is entirely

dependent upon the quality and completeness of the knowledge base from

which we w, rk, as it relates to the distinctions between this category

"and others.

S. . . . , , , , , i MI SI I I
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What, then, determines what a disease is? It is the generalizati )n

and codification processes wiMAch past knowledge generators have gone

through in integrating the findings from research and experience.

Diagnostic procedures which rely upon "expert" assignment to diagnostic
categori,- simply substitut,- the expert clinician for more public and

replicatable listingS. If the experts' procedures are unreliable, their

classification is, as a criterion, worthless. If they are reliable an4

valid, it is a valuable aid -- a shortcut to emiploying the knowledge

base directly and in its entirety.

Regardless of the way in which we medidte the process by which the

knowledge base's contents get represented, the disease, disorder, or

dysfunction is nothing other than a string of symptoms very much like

those which we look at in any particular case. It Is to this hypothetical

Vymptow string or pattern that comparison is made in a diagnosis.

SDignosis as Probability Stateimnts

In organizational development atid change, the diagnostic process

follows essentially this same pattern. Symptoms are organizational

characteristics which past research indicates :o Logether' to define sone

more general statement of organizational health or dysfunction. That

our "diseases" 'o not have exotic names In Latin sh,)uld not dismay us.

Perhaps the absence of names at all is an advantage, in faot. Certainly

there have been fewer year, and resourcfts available as yet for tie

codification of the knowledge base, and our professional schools teach

•s to be hesitant, cdutious, and qualitying in our statemnts, rather

than authoritative, definitive, and final. These are issues of style,

however, rather than substance. The fact remains that there Is an

................................... ., I I I I



11i

existing knowledge base, comparison to which permits us to make a

probability statement concerning any case at hand. Here, as in tedicine,

a diagnostic statement is a "best guess."

Relevance to Treatment Selection

The whole purpose of a diagnosis is to permit the selection of an

optimum treatment or intervention. Here, as in the case of medicine,

such choi ces are subject to social, ethical, economic, and moral

constraints imposed by the society in which we live. Certain interventions

may be socially unacceptable or even morally offensive. For example,

intensely confrontational techniques ,are clearly unacceptable in many

more traditiunal organiz,Ltional settings, and under certain circum-

stances it is conceivable that top manageient team development tealning

might generate an in-group clubbiness whose effects are racially

discriminatory and therefore morally offensive. Other interventions,

no matter how appropriate and promising, might be so expensive as to be

prohibitive, while still others that would solve the problem might

lead to violations of privacy and confidentiality which must be judged

to be unethical.

However, within the limits which these constraints imipose, the

problem becomes one of selecting an optimum treatment from a pool of

those available. What is optimum? Ledley and Lusted (1959) turn to

value (decision) theory -in an attemIt to answer this question. Bowers

and Hausser (1977) have shown how the organizational development problem

can itself be cast into these same terms, and have presented empirical

evidence about a limited number of intervention strategies.

-- ~~ .......I Ia .......
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A diagostic procedure which clearly differentiates cases to whichl

each of the known and davalable Interventions are appropriate would

- Iobviously be superior to One WhiLh, it) SOnue ML-aSUr or- other, was unable

to distinguish a condition calling for one intervention from a condition

calling for another. At the must undesirable extreme would be a

"dil.gnostic" procedure whose conclusions lead always to the same

treatment or intervention, a condition which Levinison (1972) implied

occurs in organizational developmient all too frequi ntly.

Role of the Know 1edsý -asp

Even with a relatively simple ra~ing system of "Yes-. No" or-

* I"P resent- Absent," a list of N possible characteristics Produces ý2N

potential com~binations. The anuber of potential "discases" or, dysfunc-

tional states -- represenited by the number of cells in an N-dimensional

*lattice -- is obviousily unrealistically lar~ge. In any comprehensive

schemfe, all of the available unit.-, In the world probably would be

insufficient to providing a single case per cell. The equally obvious

concluMon i,, that most cells are empty, that they represent nonexistent

disorders, and that only a relative few comprise the set of "real"

possibilities. It is the task of the knowiedge base to provide us with

current, accurate Information about what these possibilities are.

Mu~ch the same point is made In the theory of adaptation in

natural and artificial -.ystems (Holland, 1975). CombInations uf

charicteri1iticib iapidly genrerate astronomical numbers of possibly

adaptive structures. If the organismt or system were to choose an

enumerative adoptive plaii- simply rw'ininy down.-the list randomly
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until it found the one that worked -- adaptation would rapidly become

impossible. As the writer just cited indicates, given even the fastest

computers in existence, it would require "a time vastly exceeding the age of

the universe to test 10100 structures." Instead, adaptive plans to be

feasible must be robust -- that is. they Riust be efficient over the range

of situations which will be encountered. One general requirement,

therefore, is that an adaptive plan must retain advances already made,

as well as parts of the history of what has occurred. This information,

of course, is what constitutes the knowledge base in any di.agnostic system.

Improveme.nt Probabill.ties and the Single Case

At first blush, the statement seenm unfeeling or insensitive that

we maximize the probability of any individual unit's showing Improvement

when we apply to it a strategy shown to maximize the number of units

showing improvement. Organizational development is, after all, a human

practice profession, and it seems impossible to ignore facts obviously at

hand (within range of our personal observations, for example).

Nevertheless, observations based upon an N of one (observer),

collected under atypical conditions and within nonrepresentatively short

time frames, are no more reliable and accurate when taken singly than

they wculd be if used en masse for large numbers of cases.

This issu* was touched upon by one of the present writers In an

earlier report: "Even the most accurate diagnosis may suffer from mid-

stream or horseback revisions made by the consultant as he approaches its

use. Basically, any data collection arid analysis method treats with some
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dgs~m of aque 4dew ac.&aracy a portion, but not all , of the behaviors,

enewts. old issia in! the life space of the client system. Some portion

ii u~ui'qu to that system , o'v to any group wi thin it., or will1 have been

amli~e fruiw the array of information categories desi med in the diagnostic

prw'eas at its inoeption. As the consultant approaches a particular wit

or grw~p of the client system, lie will necessarily see other, aspects of
44t he feel& are its functioniing not vepresented in the diagnosis which

he-has in hand. Since tie is dealing with a real client. in a real world

situation, the temptation is well nighi rresistable to revise the diagnosis

on the basis of his current observation. Yet. he is one observer observing

a&t best a limnited and tfime-bound behiavi or sample. To the extent. Otie

ho m~es such revisions he t~here~fore very likely reduces both the

rellaiwility and the validity of the diagnosis with which he works. Said

othorwise, ho, approachies each group, or- each setting, a- a unique i ns tan ce

with live people and reel problems. Yet in many ways the diagnios~s and

trsatmnt probleum in organizational development is a "'large W" problemi.

WIri he to wiork on the basis of the diagnostic data provided to I 111 and

that alone, giveni that it is reliable and valid, he would, acr'oss a large

nunbder of caises, succeed in a high portion (assuming that the diagnostic

and prescription processes are themselves high -in quality, reliable, and

valid). Yatt he rkas not ordinarily approach his role with that degree

of objective detadnment, and each time that hie yields to the te~mptationi

to revise on the basis of "current reality" he submits hinaelf to a situation

in whicti his axtion steps are based oit lous than acceptably reliable and

valid .4a.a." (B4w.rs, 1974)

"AMMWOWia AIWVOW.;
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Toward Relevant Research

Clearly, therefore, any attempt to develop and test more rigorous

diagnostic procedures in organitational development should be based upon

a model containing principles of organizational functioning. In other

words, It should be theoretically anchored to a conceptual statement ihat

is itself both organizational in content and comprehensive in scope.

While the literature on organizational management is ripe with theoretical

statements, most of them do not meet criteria of acceptability for our

present purposes. Many must be dismissed as less comprehensive than is

necessary for the present problem: that is, they are elegant treatments

of an isolated Issue such as job deo-ign or individual satifactluni ur

leadership, but they ignore other areas. Others may be rejected because,

although they encompass most of the domain, they are lacking in adequate

empirical underpinnings. Howeater, one theoretical statement which does

appear to meet the criteria just outlined is the Likert meta-theoretical

paradigm. (Likert, 1961, 1967, 1976; Bowers, 1976) It is this theoretical

statenent which underlies the measures collected in the data bank to be

used in the research launched by this project.

Most reLent evidence suggests that this paradigm assumes the form

taken in Figure 1 (Bowers & Franklin. 1977). As e set of principles, this

paradigm would appear to satisfy the criterla of comprehensives and

evidential validity. (Bcwers & Franklin, 1977; Likert, 1977). It is

operationalized here in the form of the Survy of Organizations, a machine-

scored standardized questloinaire which has been used in various editions

since 1966 to collect organizational survey data for assessment, feedback,

and bei-chmark purposes (Taylor & Bowers, 1972). Portions of these

AMA
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banked data have been used in earlier research efforts related to

organizatio .nal devel'opment. In this regard, a inethod of diagnostic

classification was, previously developed and preliminarily tested.

Terned CANOPUS., it conitain5 a software package designed to generate a

diagnostic state''ent for grotqps and pyramids of groups colmirising

organizations (Bowers, 1974). 'This classification method is based upon

a typo'loqy of work groups developed in the cour.e of prior research.I The technique used for the development of the typoingly was profile
analysis, in which one arriver at a clustering of work groups. The

profile consisted of a gioup' s scores on the SOO indexes and as a

profile reflected three basisc kinds (31 information: level, dilspersion,

and shape. Level wa% the mnean score of the work group over- 'the. indexes

in the profile; dispersion reflected how widely scores in the profile

diverged from the average; and sloape concc;,ned thfe profile's high and

low points.

A measurv of profile similarity that takes shape, level and dis-

persion into account is the distance measure. If one considers a person

(or group) as a point In a multidimensional space in which each dimeansion

represents a variable or index, then the distanice between two points,

that is, persoins (or groups), can be computed using the generalized

Pythagorean theorem. The distances can then be examined to determine

whi,;h groups cluster together In that multidimensional spau'o.

The clustering technique. called hierarchical grouping, uses this

distance measure as a rmeasure of profile -similarity. romnputer software

is available for this technique in theo program, HGROUP (Veldnten, 1967.)



This pusum begins b~y cgnsidering each original object, in thft case

* W'* grow, of thtpe to be clustered, ris a (luster. These N clusters

ove the* ruced in riwqb.r by a series of step decisi ons until al 1 N

*J" hs t~ei bws clsssified Into one (w the other of two cl usters.

Ati osch stap the nuudter of clusters is reduced by one through cont~1ning
amu poir of clusters. The particular pair- to be combined at any step

is 4*ttomtn*4S by tfie cwequtar's exaptining all the available co~ntinatlons

amd chousng the one whdic minimally increases t~he total variance within

clusters. It Is this letter minimizling function that utilizes the dis-

tanse natiom. The total variance within cliz~ters iS d measure of the

closmness of the points in muitiwariate spa~e in c1lusters alre-ady

aaohn, A substantial increase In this variance, which the 1 IUOUP

pnpi lobe]; ani err-or tem., indicator, that the previous nunt~er of clusters

I l~y aoatimal for the original set of objects or work groups.

lb. program provides an 'Identification of those groups contained in each

clustoxr so that further anailyses can he conducted on phenomena within

The HGWOU prqrem was applied to tbree random subsaniples. drawn

f rom the data bank (Hausser 6 Bawrs, 1977.) Whemn the three sets of

data were camidar~d Jointly. a total oil 17 distinct profiles emerged.

In toany ways, this sftw~v'e systm would appear to nmikt generally the

rsw~uirsuawt4 listod:

It caoqawz data to appropri ate ntomn.

. Ptqhems once6 Identified are priori ti.Led In terms uf

their pO&ential impq upon otutco-,vs.

.It aocks caiaes. for observed conditions amiong situa-

tionel, infor#Atlon, skill1 and v~luas conflict

ýprdictars, employingj a 11.0p tajjtc
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It selects a broad set cf potentially appropriate

action steps from an array of possibilities.

narrative by cooputerized text-writing.

Still, the method is based upon the measures, and those measures

derive from the theoretical paradigm previously cited. While attractive,

it is but one of sevei al statements that might have forroed the basis for-

operations and reasures. Clearly some difference among theorists is to

be expected. The domain is sliced differently, and the terim applied to

collections or clusters of behaviors and processes will vary substantially.

However, if the fundamental, general algorithm Is the same, we can at

least be sonewhat reassured that subsequent work will not be unacceptably

parochi al

In an effort to address this question, the writin9s of nearly 30

prominent persons In the field (including Likert) were exanined. While

no effort was made to c-nsider all possible positions taken by every

conceivable writer, an effort was made toward at least reasonable

comprehensiveness. All of those considered were concerned In one way or

another with organizations, and all had demonstrable action Interests.

Some wenr discarded after a brief scrutiny for the reason that their

I nterest appeared to be nor,-organiz.atl onal, that is, that, ror example,

the outcome valued was personal growt.h or individual adjustment, not

organizational effectiveness. Others were discarded because their writings

were restricted ilnmot totally to the Ol)eration of a particular technique

in a limited envi ronxent (management by objecti ves, for &xample). In

the end, nmore careful consideration was given to the writings of 11

theorists or pairs of theorists. (See Table 2.)
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At first blush, the posi tiolrs represented by these persons world

appear to be dive.rse. Herrberq, after all , is primari ly oriented toward

ji! ertrichmenit, while Mcdregor's Jpositian was (Mle focused arounid the

behavioral-effect of personal values. However, a closer look reveals th6t,

wit' minor vav'lati-ons, the same geno~al algorifth Umnderlie's most, if not

.6ll. Whi~le it varies greatly in form, and considerably in the exact

i1feims noted, eecorded, o'r counted, it assumes that something external

to the organmismn (group, group ineiben$r, 6v' ow-gaM 'zati o~al uni t), that is,
swiethimvj in its envi'ronmenv.", cofl~in~es or Interacts with something

internal to the orgavmism. This pr~ocess leads to stat'es of inteenal

functioning oii the part of the organism that in turn result in effectiveness.

Stated at a hi1ghly qeneral level, it can be seen as an expression of the

old Lew~ilan equation, B =.f(P4[).

Some dlffe~rice atnovg .heoritts obviously otcurs Around the issue

of 4ggregation of Individuals into collectivities such as groups. Sonle

(as, for exapr-ie5, Laviler or Herzberq¶) trmat Individuals saiparately and

IntegrAte af-:%rward, sometiMes by arm imtpli tit sWhM~tion. Others (for

example, Lawrence & Lorsch or, Likert) agg egAtiý fi-st aid deal principally

with group-level processes and results. In the 11ghW nf the similarity

of the general algorithm, however, this difference seems comparatively

mi not

Let us consider In greater detail each of the components, environ-

ment and person. Turning first to the tenvronment segment,~ words, terms

and phrdses vary widely, but nearly arll of. thO theorists concerned seem

to focvs upon the following set of interreated issues:

MI , 
0
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information flows, proces,.es, and patterns.

* motivalional conditions, structures, and systems

* task configurations, structures, or flo-is

.norms, values, attitudes, and beliefs stemming from

superordinate governance systems

distribution of poweri particularly for resource

allocation

technical or physical comnditions, or configurations

of objects

The person portion of the alqorlthm is variously repretented in the

different theoretical treabtents, but appears to deal in the following:

an affective component, in the form of values, needs,

or personality orientation

a cognitive component, in the form of knowledge,

ability, information, expertise, and expectations,

a behavioral potential component, in the form of

competence and skills.

In gome instances, important modifications of one or more of these

are assumed to be represented by such personal background descriptors as

age or education. Even where this is so, however, It is clear thit it

is the affective, cognitive, and behavioral Implications, rather than

sheer demographic -facts, that are held to be Important.

Thus the algorithm might be restated in somewhat more elaborate

fashion as it appears in Figure 2. The problem, of course, becomes

more comp'lricated when extended to those groups of groups called whole

systems. Outputs from one group become environmental situations forming

inputs to other groups, (Bowers & Spencer, 1977).



24

*s.4- I

04-

id°
4f III

.................



25

Nevertheless, we cane away from this examination of the field

reasonably confident that a common algorithm underlies most of the major

works in it. It leaves us reassured that adherence to an alternative

formulation from this list, if pursued to its most basic form, would not

result in an utterly different diagnostic scheme. Terms might be

different, and the operations employed by each writer to nm..asure

particular sets of variables might vary widely, but the rationale and the

set of primitive constructs would be very much the same.

A Stock-Takinj and Some I~plicatio. s

Against the expressed need for improved methods for diannosis in

organizational development we can array the following major points from

the preceding discussion. An adequate diagnostic procedure necessitates:

(I) A theoretical model which Is acceptably comprehensive,

which shares the same general algorithm present in the

array of principal alternative formulations.

(2) A batik of data, collected by a standardized instrument

in a wide variety of organizational settings. both

military and civilian.

(3) A recognition thaL accuracy in diagnosis will, here as

elsewhere, very likely be enhanced by statistical opera-

tions rather than clinical Judgment.

(4) An acknowledgment of societal requirmient.s rejecting "raw"

enpiricismT in favor of statistical procedures and measures

which are content valid.
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GýMdffdtriim tft magni tuda of the preblem, the size of data sets,
A4~ tft toinarouod time~ requireiunts present ýn most organization develep-

OaIt situationv, yet anoth~er requirement wou1 I appear to be present:

Olat whtatever Wperations result be camputer-assisted. In this am*.. one

9CAf pMtfmlt from the eapertence of another practi ce-ori mnted profession

Am teeoatrhirs have explored comquterlzed -diagnostic procedures,

Theresj as elsewiherv, substantial differece of opinion exists

cani~nig h el best wUY ho yn.of eivaluatingth importance of symptomi.

T'"go gone ra. types of mod--Is relyio~i upon probability statistics have

Waen Proposed:

()A discriminannt function model. 'in Whidi each symptwm Is given

itm em~rically derlfed weligt., and an artificial meaasure Is

tMA Gbtein*4 as the sum of the weloted values (Crooks.

ft"V'r~ a "Yoe, I#SU1). I
')A Soyssi bn or frq~iencj-count vael. lin which fte rlative

tY~wsncy of occurremhoe of each possiblte &yi~tam-dIse&&e

ps~tem Is considered (Ltle~y A Lustd. lh159).

to t" Irs bvn addedI athird method:

(1) ~tyleis the Usue as 'a 4actsio-tnw- prabliehm thus relyling

¶ic41wlly uspen ex ellencap of AMe 'knowlafte base end not at

ali upon prdbabilitivi In a develqeinntal smn~le (Spitzer

1968).



The Th ree Methods in Detail 
2

Mj_]tile Discriminant Method: This method uses a large developmental

seiqple of previously diagnosed cases and is especially suited for

quantitative data. It takes account of correlations among the measures and

finds for each clinical group In the developmental sample a set of weights

derived so as to iiaximize each subject's likelihood of being assigned to

the group from which he came. In subsequent use, each new case is assigned

to the group for which thte composite 'score represents the least distance.

The discriminant function model uses a diagnost'ic equation of the

following type:

Y - aX 4+ bXz + cX3 + ... + pXn

where the coefficients a, b, c...., are weights proportional to the

magnitude of the ralationship between the particular synmtom and the

disease process, reduced according to the relationship of this symptom

to the others represented in the equation, and X1, Xl, etc. are the

observed symptom values.

The arguments In favor of a multiple discriminant model are at least

threefold:

(1) It better replicates the thought process employed by the

human diagnostician, who does not treat each symptom in

present/absent fashion, but rather attaches gweater or less

weight to each syiuptc•i according to 11s past experience.

(i.e.. his own version of the knowledge base.)

(2) Symptom which correlate highly with the presence/absence of

a disease are given more weight than those that have shown

little or no correlation to Its presence/absence.



~) Appropriate weighting also depends upon a synritom' s correlation

with other symptom~. If the over-lap Is high, then one would

wei$ht the second symptom much lojwer than would be the case

if the two sympt0R1 have little relationship to eich other.

At lsast twQ obJections have been raised to this method:

(1) It rtlies i4PQo the accumulation of a large developmental

s@Wo~l of cases, which is difficult, expensive,, and in iost

I -r inotei"CO4 unlikely.

(2) It capitalizes uponi accidental features of the developmental

aw~ple and thus gives an inflated astimate of itra accuracy.

If the validatiun sample cow~s from a somewhat differpot

population, the drop In efficacy is even greater,

Still, the method has been explort~d apd developed (Roao & Slater-,

190 Melrose, ut. 41.9 1970. 5letten, at al., 1971). It is closely aligned,

altnough not idiwttlcal, to the met~hod "buyvO Oy our own effQrt at

cQIwuteri zad gRjinui Iq~jl diagnsQ%, which~ amplqyr the distancea statistic

(0) in 4 hierarchical grouping procedure.

%Mk.SlW§A1ifcatbon Method: This method also uses a large devt~1up-.

mental *amle of pvuviowily diagnosed cases to ýeterniine, for each diagnostic

category, the relative frequency of each possible profile of scores.

Its furodawnta1 diagnostic formula is.

where j it rocientifirc knpwle4~e; fj is a coi~1ex of sytmptm; and f 1 is a

cawplax of diseAses. It may be read. "Exlsthiti scientific knciwlodg e
finplies that, Af s~ymptomi coa~iles j Is 'in evidence, the patient very probably

ha disms 4fp."Ni
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The knooledge base Is thus stated as a series of conditional probabili,-

ties. oi th. form P (G I f), i.e.. the probability of a patient's disploying

the symptom, given that the disease is present. It may be "converted" to

the more diagnostically useful form P (f I G) -- the probabillty of a

patient's having the disease, given that the symptoms are present -- by

Bayes' formula. By this fornula, the probability of a patient's having

a particular disease, given that he has a particular complex of symptoms,

is equal to:

the probability of the disease's occurring in

the population at all, multiplied by

* the probability that a patient will display

this particular complex of symptom, given that

the disease is present, and this result divided

by

. the suumation over all disease complexes of the

probability of the disease complex multiplied by

the probability that a patient will display this

particular complex of symptoms, given that (each

individual) disease complex is present.

Thus knowledge base statistics and symptomatic information from the

current case can be combined .o establish the needed diagnostic probablilty.

A subject w th a gi ven profile Is then assigned to the group for which

his profile is relatively the most frequent.

The vothod is E 1pecially suited for categorical or nondnal data

expressed in mutua "iy exclusive categories. It can also be app~ied to

nwmric data by grouping scovvs into intervals and treating each interval

as a qualitative category, ignoring both its original quantittitiwv value

md Wt, urdinal position.
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It* principal arguwemn rauised in favor of a Bayesian approacl" to

cacvuyrizod diagnosis wppars 'o be that it also is claimied to smodl the

h~um Jv~emt prom~es by which symptoms aro converted Into a d1.WQStiC

StUNtM (that is. that the physician, for example. employs a coqditignal

probability jiadVnt qrmcss In arriving at a diagnosis.)

The abjections are a bit more extensive:

()it is difficult, if not Impossible, in diagnostic work to

satisfy Onw conditional independence requirement (the require-~

ant that the probability of finding one particular syaptoos'

given that the disease Is present, is unaffected by the

presonce or absencia of any other symptkam.)

(2) As in the o~.er statistical rethod, it requime the

incctowlation of a large developuintaI sample of appropriate

form and content.

(3) The necessary assumption that the diseases are mutually

elcuslve may not hold.

44) As In Whe other stati -&Ica method, It capitalize upon

aocl~wtal features of' Ue developmental sairj1e.

Reagrdless of th*se objections, the method has been eixplared, developed,

and &Mcprtaw'tally lsplementad CA Psychiatry (Birrsbawm & MaVWell. 1960;

overbil W Iman. 1963; Sunth, 1*6).

Mha logi"Ia udecision tree m~thad starts with a

series-ofimtae~ e"~ of Wh1ich is treated as trw~ or falme The true

or 1.1.. iW o~nese to seao Question rules out ant or more diagostic

possibilities and dmteuuims iAlch questiom is to be answered raxt. The

questionsme MWpeoIify tba PrMWM of a single SYM~tom, th* exiStence Of
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a numeric score In a certain range, or a complex pattern of symptoms and

scores. The ineUiuod ordinarily rasu Its 'iti the subject's being ,isigne to

a single diagnostic category, with Yio quvittitittive me,;ure of similarity

Sto either, that citegory or oter categories.

The arguments in fi.vor of tiis method are given by at least one

proponent (Spitzer, et f1., 1974) as the following:

(1) It is IndepeorJunt of any specific body of data; thet is, it

does not require a large developtiental sample.

(M) It is not .onstructed so as to be optimal for any one

population P.,rd for this rYason "travels well" from one setting

to another.

(3) As in the case of each of thd other two nethods. it is thought

to represent cptimally the thought processes of the hmarf

di agnostli ci an.

The objectIons are. the following;

(1) It is qoite dependent upon the accuracy of the theory which

underlies the decision free and Is therefom ultitmately as

dependent as the other methods upon past data accinulatoons,

their care and fonn.

( U) Its generalizabiitV may be more apparent than real.

(3) Its assumption that the diseases ,.re mutually exclusive

may not hold.

Approa~ihes following this nethoO have been developed and applied by

smrerl investigators, with a variety of results (Spitzer & Endicott, 19683

Wing. 1970).
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-aw .1*f-r~ve boon undertaken in psychiitry to coapare toor

sof of these mathuds w~iricilly. lbe rusultis are best described as

dbtfddly wicloor. Overall and Hollister (1964) conducted one such- c~om-

pWse,n but, uffortmwattely thie rules used by. thei r cowputer progrsa

mvvr obtained Irmi diagnostic sttroot.ypea provided by experts, rather than

fum obeerved chowacteristics of actual cases.

Wlree, 9% 01. (1970) cwi~ayed a nsiltlple discriminant with a

dacision-tree approach and ftund t~hat: (a) on single a~ssgninents the

doe1slon'-tme iapproadh shooed a greater degree of agreenent, with an expert

judpont criterion; (b) if first, seconid, or third possiblti aslywrard

wrie eli~d. the multiple discriminant nothod showed a greater degree of

agpeom t than did the decisiun-tree; and (c) In miy event. each method

perforind better for certain diagnostic categories.

* I PFinall~y. Fleiss, at al. (1972) c.jrqared all three tustods and found

none of the th re Ako bt clearly 3uperior to the other two. Again, however.

the cr1 teri on we-.% agreemnt vii th expert di sgnoses, a cri teri on whose

unreliability the authors July n4At.

The worki f rum psychiatry, Just cited., con~.e.uns a di lane. whose existence

qhiostlon* th~ wbola booy uf findings and whose resolution might be seen

as rendering the ~Aal'se xercilee rather trivial. Elegant, replicatab Is,

and resodly transport*Ia moth*& trr dt~alged and basted agatnst a

cpiterlti of *j..urqwt by expert cliniciants." Yet here, as elsewhere, tie
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Cronbach warnings apply: expert clinical judgment Is notoriously unreliable.

What has been developed, therefore, are three elegant ways of repllcating

an inrelIable procedure. On the other hand, had a reliable, replicatable.

transportable procedure existed for use as a criterion, it would no doubt

have been more sensible to employ it as the diagnostic method, rather than

as a criterlon for other methods.

Sevoral itiplications stem from this observation. First, where in

psychiatry expert clinical J,udgiment Is an unreliable classification method

and criterion, -in the present instance we do possess a reliable,

ver fiable procedure, orie based upon the distance statistic. Obviously,

If accuracy is interpreted in distance Lerms, no alternative procedure

can be as accurate as that self same distance statistic. If, therefore,

this were the sole or major issue to be researched, the project would

i.,id aimmediately.

It is not, however; other issues of equal ur greater importance occur,

the answers to which are in no way obvious. These issues, tc be explored

in the sections which foll-ow, include: (a) proportion of cor.,ct

classi fication, (b) Lypology reproduction, (c) weighted dimensional

distances., (d) zero--one couunt, and (e) informnati on reduct.i on. Separate

from this is the whole -issue of a decision-tree (with or without

Bayesian inputs) , arid the non.-substantive matters of efficiency, cost,

and ease. "'hose lavtter issues also are dealt with,
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BASIC PREPARATION OF THE DATA

fth puYpose of thi3 section is twofold: to describe the data set

t6 be used fOt the remainder of this study; and to describe the four

classification techniques (distance statistic, multiple discriminant

fu~ctt6ho Bayes, and decision tvre) as they will be used in the research

t6 be !ubstquettly reported.

q% PC~inilon. of the R)ata, Set i

The existing national (civilian) nornativu rile of the Survey of

9!g, t.2Z •Li% (SOO) contains 5,599 groups. It rcpresents the total body of

data collected since 1966 from some 37,098 persons in a broad segment of

the civilian industrial population. As such, it represents many different

iidUstries, functions, and hierarchical levels.

AVAllabil also are data from two 'independent military samples.

The first of these contains more than 200 usable groups of Navyiren

from whom questionnaire data on SOO indexes were collected In late 1972
iii

and 6arly 1973. The second contains 320 groups of Army soidiers from

whom data were collected in late 1974 and early 1975. In each of these

instances, 'it order to satisfy the need for Intact units, it was decided

to collect data from all nambers of a selected number o• organizational

subunits or "modules." These modules consisted of a pyramid of work

groups thrte echelons, or tiers, tall. Thus ddta were collected from all

nMfrs of the three organizational levels irifiediately below a designated

"module head." Modules themselves were selected by what amounts to a

-.- ,- ,, •-.Iw~aM~jJ~w~ ,. ; •I-A- •• -" • A a '- .......-.
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stratified random sampling procedures. Methods are spelled out in .rudLer

detail in two technical reports (Michaelsen, 1973; Spencer, 1975.)

Taken together, these various data sets comprise a sample of 6,119

groups, to be employed in the main• analyses. For other analyses, per-

formance measures may also he employed fnr a subset containing 940 groups

for which heasures of efficiency and/or attendance are also available.

The measures themselves have been examined extensively in the course of

another project and their properties reported (Pecorella & Bowers, 1976a;

1976b.) They have been converted to !standardized score form to attain

inter-organizational com4)arabI lity.

From the onset of the project to the present tine, these various

data sets have been reformated so that all share a common format. All

data have been entered into a single large file with merged superordirnate

values (those from the group immediately above), plus with merged values

for a second wdve of survey data where such a second wave exists.

Measures Used

The Survey of 0v-ganizations contains in its 1914 edition 16 standard

indexes. Two of these, because they have not been universally used since

the start of the data bank, will be dropped. The 14 which remain will

form the survey index measures to be used in the present study:

Organizational Climate

Decision Making Practices -- the manner in which decisions
are made in the system: whether they are made effectively,
made at the right level, and based upon all ot the
available information (4 item index).

Conimunication Fl(w -. the extent to which Information floWs
freely in all directions (upward, downward, and laterally)
through the organization (3 item Index).

" • ' ' , , , m -
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Motivational Conditions -- the extent to which conditions
(people, policies, and'procedures) in the organizk :.&.on
enco:;rage or discouraqe effective work (3 item index)..

Human Resources Primacy -- the extent Lo which the climatte,
as reflected in the organization's [rat;tices, is one which
asserts that people are 3imong the organization's most
important assets (3 item index).

Lower Lavel In',luence -- the extent to which ion-supev-visory
personnel and first-line sLpervisors influence the course of
evenLs in their work areas (2 item index).

ryisor Leadershi

Supervisory Support -- the behavior of a supervisor toward
e subordinate which serves t,, increase the subordinate's
feellng of personal worth (J item index)

Supervisory Team Buildi-ag -- behavior which ericaurages
subordinates to develop mutually satisfying interpersonal
relationships (2 item index).

I I Supervisory Goal Emphasis -- behavior which generates
enthusiasm (not pressure) for achieving excellent
performance levels (2 Item index)

Supervisory Wcrk Facilitation -- behavior on the part of
supervisors which removes obstacles which hinder successful
task completion, or positively, which provides the means
necessary for successful performance (3 -item index)

PNer Support -- behavior of subordinates, directed toward
one anraQ.'er, which enhanc,;s each member's faeling of
persor, l worth (3 item index).

Peer Team Building -- behavior of subordina*.es toward one
another which tncuurages the develupment of close, coopera-
tive working 'elatiotiships (3 item Index).

Peer Goal Emphasis -- behavior on the part of subordinates
which stimulates enthusiasm for doing a good job (2 item
index).

Peer Work F.icllitation -- behavior which removes roadblocks
to doing a good job (3 item index).

Utlstaction -- a measure of general satisfaction made up of
M tappln9 satisfaction withi pay, with the supervisor,

with co-workers (peers), with the organiz--ition, with
advancement oppotuni ties, and with the job itself
(7 itew index).
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The typology of work gi ,ups to be used in this study is reported iii

Bowers and ilausser (1971), contains 17 types, and is based on the

indexes of the SurveL_2fOrganizat .ons, The resulting types h~ive differenL

profiles across the indexes, witO the patterns of these profiles being

quite distinct. In the present project, for purposes of evaluating the

different classification procedures, all wurk groups will first be placed

into one of the 17 types by each of four methods: distance function,

decision tree, multiple discriminant function, and Bayes. A description

of each of these techniques and their inplenm•ntation in this stuUYy i'

given below.

Distance Function Method

The HGROUP program u;ed in the original generation of the typology,

described earlier, uses a generalized distance function based on the

error sum of squares -- the squared devi ations from group means. In

the case of the classification system applied to new or "incoming" groups,

this prusent method calculates a similar distance statistic between the

profile of indexes fur the group to be classified and the profiles

(mean index values) for each of the 07 standard types. The group is

then assigned to the type for which the distance value is smallest.

All 6,100 (approx]imately) work groups will be so classified by the

distance function method. This classification will serve as

the "expert" or correct classification in this stu4dy. From this

assignment it will be possible to calculate the vector of means and the

variance-covariance matri.;es for each type, as well as estimate the

distribution of wLrk group types.

S. . . . .. .... ... • _ ' , . _ _ -- • -, __ ... . o . . S
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j~1~~flTree !M~oI

A decision tree is effectively, a sequenced series of questions,

sch with a limiLed set of alternatives, which, when orne is selected,

'Leads to the next branch of the tre and to the next question. A simple

sxwmple Is given In Figure 3. This exanple contains three questions

(A, B, & C), thle first two with too alternatives each, the third with

three. The remult is twelve end states (not all of which need be distinct;

e¥ly the r.notes pettinq there need be distinct.) In applications to

classification, the end states Yvpresent the categories of the typology.

frhe development of a decision tree is not a data based procedure,

but rather, a theoretical one. For the purposes of diagnosing work groups

imto the existing seventeen-class typology, a decision tree whose questions

will mlate to relative perf!or%,dnc on the 14 Indexes of the SOO is

presently being developed. The actual format of this decision tree

will be presented in a separate technical report.

The decision tree algorithm will be used to classify all (approximately)

6,100 work groups in the data set.

M~ulti p1. Discrin~i ant fvnction Mthod

The use of multiple discrlviinant fuinition' to assign units into

classbs within a typolugy is a standard procedure. Essentially, the

process is to find llnear (or quadratic) tunctions of the pradiiLur

variables which maximally differentiate among the groups of the typology.

With more classes In our typology than predictor variables, the maximum

nuter of discriminant functions 1% equal to the number of variables,

~ .~U41U~M~m ~ ,mi ,4 .
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GoV r. While typically almost all of fte explarinable vdriance is accounted

for by the first two discriminant functions, it is possible to utilize

all r functions. The primary value in the use of discrmianant functions

fa t~it UieW are orthogwel.

Notatio.nally, the Ith discriminant function is given by:

r

i#v lli a12 .. , rare the weights and X1. X2 , 0 X1, arehivpredictoer variables. ihus the r discriminant functions are given by
Y1 Y2 .... Yr aThe~ ,.rocodure for finding the weights aij results in

*%pvlnngto moist variance, Y2.the second largest, etc. In particular,

UWo wei ghts a re chosen to maxi mizes

YarisN W betVMR a onk~m op Y j
variance within groups on Y

Uth we i gits a are calculated from a developmental %angple. Once they

aecalculated. the netstap is to caloulate the vector of Y values for

of th vectors, sqg.adtevarlance-covarlance matrices, are

calculated. Fi~y ihteaoe n~mto.oei me* t begin

- e.he class, i ncation pbrocess.

undor certain distrilbutional assuWmtion~s. including equal variance-

covarlaifcu matrices across types, the assighiamt of a new work group

requires the cMelculation of the vector' of' discriminant functimna,1 ýc, and

the Mahalanabis distance between &. nd the center of each of the types.

*~W*~**~~L ~ l..11-416.1-W ,v A'
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The actual, assignment is to the type to which jt is the closest. If one

i!, not able to assume the common Variance-ocovariance mitrIces, the

assignmnt procedure, while still possible, is more involved. It

effectively is a maximum likelihood procedure whicl then classifies

a work group into the type which has the largest probability.

In this stuy., the actual discriminant functions will be calculated

from a developpental sample of M-3,000 (approximately), which represents

half of the total data set. (The developmental sample will be selected

randomly from the entire set.) The use of a subset as a developmental

sample will permit the assignment of both the developmental sample and

the remainder of the data set as a check on the generalizability of the

procedure across similar data sets. The actual computer operations to be

perfonred are those in the DISCRIMINMTI routine within MIDAS, the

statistical package available at the University of Michigan (Fox & Guire,

1976.) Included in the output is a test of the homogeneity of variance-

covarlance matrices and the distances between the means of the types.

BLyesi an Method

As earlier sections of this report have Indicated, the role of the

organizational developumnt specialist can be linked to that of the

physiLian. In botih instances, the specialist is conronted with an

ontity (a person or an organization) which exists In sonrw "disease" state.

Th. specialist must diagnose the disease and prescribe treatment,
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Ledley and Lusted (1959) descritwed the usg of probabilities in medical

di agnosi s. The appreach that they used, whi ch niakes use of Sayes 's

'rheoiw,n his been called a "BayesiafV' approncth to diagnosis, becouse

it uses $Wyes's Theorem as the madel for developing final probabilities

for each poessible disease state. It is also called a relative frequency

appreo* because it uses relative frequencies derived frme historical

ata Uo develop the probabilities that enter Ba)*s's Theorem.

Mistarically, probibIlities have been defined In terwa of relative

frequencies. For instance, the probabililty of obtaining tails in a fai~r

coin toes is .5. This probabiliVy coinsi from the fact that if one were

to Wass a coin or coins a 'large numb~er of tines, the relative frequency of

tails woweld be about .5. Intuitively, this definition of probabilil~

ma~ss eenst, at least when the events in question are truly repeAtable.

There is uuother school of thought, 'htever. that 'finds the relative

fniueqacny notia, widuly restrii;ting. Consider a unique event, such 3s

Owe olction of the President of -the United Staties, in 1980. Such an event

occurs only once in history, and fromi a relative frequency point of view,

it would be meaningloess to talk about probabilities. e.g., the probability

that a particular individoal will win .that electlon. The probability of the

event is either zero or one, depending an whether it occurs or does niot occur.

On the athver hand, it Is perfectly clear that oddsmakers and others

Involved to bettin% aiyv not restricted to v'elative fvequenc notions.

Wheor relative frequency data are available, a perfectly rationa oddsmaker

Would 9414 btMUM a set of odde that exactly match the relative

1nwquevciMa (tgniori que~stions of cainissions, "ho~me cwt." etc.).
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Wiere relative frequency data are not available, hoeever, the oddsnaker

relies an a subjective probability. That subjective probabi1lty i . a number

between zero and ome which represents tUh extent to which the person

believes that a certain statement Is true.

The Bayesian school of statistics defines probability in the above

sense. To a Bayesian statistician, all probabilitles are subjective

probabilities. They represent degrees of belief rather -tan relative

frequencies. Subjective probvui titts should conform to all rules. of

probability theory just as do probabt1l Lies defined In some other way.

The Bayesian approdch allows the statistician to confidee a broader

amount and type of information, incorporating it Into his calculations,

than does a classical approach.

The Bayesian approach prk iosed in this section is similar to that

which has been used in wedical diaqnosis, since it uses Bayes's Theorem

and also relies on historical data. It goes beyond historical data,

however, by using subjective probabilities rather than simple relative

frequencies. The reasons for the approach will become more appaient

shortly. In the meantime, however, a brief introduction to B#yes's

Theorem Is in order.

The diagnosis sit, ý8, is characterized by uncertainty. The diagnos-

ticlan is faced with a 3et of mutually exclusive and exhaustive ttats

(diseases) into one of which the organization must belong. The diagnos-

tician's job Is to identify correctly the category that the organization



belong% in. The orgeitatioli brings tO the sitkistioa Cletaira charactar-

Istics, skin to sps~tom In the m~dical evitext, that provide the

diagnostician with information about %t*ich disea&e states arv likel) to

occur.

sayos's rheoi'em is a relatively siumple equation that Weines the

probbistiIc reationship between symptomi coffinations and Owe resulting

#11sesse states. For the .cmnt, onslder pnbabbilitles is relative

frequencies. Raj'es's Theorem is basically cono.#,wd wi*tO mre probaIlity

1P Rr&1 is the probability of a disease state ir~ the

"gneral population. TQ state it another w~y, assume that a diagnostician

wist diagnose a c~rtaln organization vi thi'w reeiving say sy~uqtom

infnaatioa about the organization. His entire sat of knawledge about

the ultuatiom consists of a table of relative frequencies of each

disease state in the Sameral popmlstiov. Tie diAk~o i ~clam's prior

probaility tQr any disease ~.Ut*t wmoWl be the probability of the event's

occurrimoe given that the dioignsticiM k~ aw dthiav a"ot Owe organization's

synptvam. If. for instance, hiS1t6orical data show that five Percent of

all Qrnaaixo~tiops have disease A, theo Wh prigr probsbility of disease

A Is 0O5. Prior probabil'ity of diseame stata J._viIl be designated

P(D1) .

The lik~liheed rof a symp~toml or s4ny3tQm ~owplax is Use probabi lity

of the symptm or c,*Wlex Asn the orgariization is known to have a cvrtaln

diiease. -Supse. for 1Ustm.caQ, 444t of all OWgaizatUMa thAt have

4tsoue AO, it Is kwm Wht WS of ame haew *jqtMW X. Than the like-

Ii hoow4 of a~ppto X I I von 01 ieosS A Is .6. The I ikelI'bood of symptUm I
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gl wn diseaso i is written P(Sj / DI). The likelihood of a symptom

complex of n different symptoms is written P(S3 ,S2 , ... ' Snft / Di).

PMterjor pr•billkty Is the probability of a disease state given the

occurrence of a given symptom or symptom complex. Posterior probabilil

is designated P(D1 / SISa. .... Sn).

Assm that there tir m possible de..ease states, DV). There are also
n_ poss'tbie ditferent syxptoms Then Bmyes$ Theorem states Moat the

prior probability, likelihood, and posterior probability for any disease ,'

state and symptom complex are related as follow-s:

P(SLS, .,, Sn / D)P(01)
P([) / s,,s. ... , S) -)

EP(SLsZ, . s / oS)P( 0M

Historical data have traditioinally provided the relative frequencies

that were used as prior Drobat6ilities and likelihoods. IResearchers would

compile a data bank of diagnosed cases, and from this set of datm would

develop tables showing the relative frequency of occurrence of each;

disease state and of each symptom conplex for apy given disease. With

Sthis infortoatlon, the diagnostician could apply Bayes's theorem when

conirorted with a certain symptom complex, arriving at a posterior

probability for each possible disease.



Several prabiwns result from the' exclusive use of

historical data and rlatlw' frequencies in developing the prior prciba-

biltt tes and likelihoods. One of these. is that there may be ,o .Ajective

criterion to determine whether or not tthe diagnoses were correct.

The result is a "Catch-22" situation. If objective, reliable diagnosis

criteria 41ready exist;, then there 'is no need to develop a now technique

for diagnosis. But if such criteria do not excist, then tho~re Is io way

to J~adge whether- or not the new technique is valid. Ultimnate~ly, the value

of diagiiosis is iri its resultant treatment prescription. The objctive!

of diagnosis should be to classify cases (organizations or patienits) Into

di fferent treatmelnti; ategories, i e. , into classes In which each meiober

of the class reacts to any treatmernt the sane as all other ummbers of

the class. Since the historical data mwv co tain incorrectly diagnosetý

cass,, the relative freqwincits based on those diagnoses will obviously

be incorrect.. This, makes boti the prior probabilities arnd the likelihoods

us pect,

-A secovid probioei, psrtaps even wire severe. Is that most data bN05

arn too liuitad to provide -on adequate set of relative frequencies.

Unless Vie seti of 4heiawas and spynptoa are severely limited, a very

large We ol' casts Is needed to deveahap s%.c;uvaLw tt-a~-ly4 fraqueancI"..

For instance. consider the limited situation in whhlh there are only

four di f krst symnvtoau undo r Gans i derdtl un and erach sy~ptot cin take on

only tto valuoes. Ther'q are 24, r 16 different ptsiavle .'ymptom

comiaationt~. No aszswT that there are three possible distasL' states.

Tois weant that thtre are 16 x 3. or 48 different likelihosis to comipute,
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one for each sympthr, mp•lex for each 4isease. M1n adequate data base

would require several hundred caL;es In order to be assured that a IAfundble

nuwiber of the Lolls in the relative frequency table for each disease

were non-zero.

Cells whose relative frequency is zero present a special problem.

Particularly when the data base Is small, there will be a significant nuober

of empty cells. Even the most pure relative frequeritist statistician

will be quick to admit that not every empty cell should lead the researcher

Mn asitme that the probability of that symptom complex is zero. The

researcher has no sure way of knowing Whether the empty cells should In

fact be cells with, a zero probability of containing cases, ur whether they

are cells with a 16w but nont-zero probability, or whether sampling error

has caused them to be empty.

This zero-frequency problem will be particularly acute in the current

study. The symptoms for the study will be scores o, 14 different indexes

n the Srvey otfO grq Izatiutns. Each index can take on virtually an

infinite nuiber of values between one and five, However, in order to

develop relative frequency tables, the data will be grouped into intervals.

There are at least t roe ways of defining such Intervals.

First, on* could simply taKe the possible range of sr.oives and divide

th1h iraagk, Into in,ýcrvals of equal length. Thin wnAld provide equ4l

rAw-score intrrvals,

A secovid mathod would be to obtain standard scores for each case I
ON each variable, and dividt the scores by equal stAndard-score units.

The third w4 would be to de'fine percentiles, and divid& the scores

S1iti equal porcentile Intervals.
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Reqardless of which interval classification method is chosen, the

s'cam. will be grouped Into a fairly large number of intervals. For

instaroe, each variable could be grouped Into intervals that define the

five-percent points of a percentile scale, thereby reducing the set of

possible values to 20. This set of 14 indexes, each with 20 possible

values, yields a set. of 201", or 6.55 x 1020 possible symptom combinations.

Any dota bank is going to be too small to provide for more than a very

small percentage of non-zero cells in such a symptom matrix.

There Is ome condition under which the number of cells becomes more

manageable. When the syiptoms are all conditionally independent, the

reseatcher need riot fill in all 206 possible cells. One needs to knuw

only the marginal values, i.e., the relative frequency of each value for

each single symptoim. In this case there would be lb x 20, or 320 cells.

Furthermore, such a 320-cell matrix would need to be completed for each

of the disease states under conslderation. In the current study using

the results of Uie Ht-GROUP classification program there are 17 different

profiles or disease states. In order to have even the potential of having

every cell be non-zero, one would need ZO cases for each disease state,

or 340 cases in the data bank. The actual dato bank is considerably

larger than 340 cases. This large sample size will provide fairly accurate

"U-1sc(rIptiva ;tatl-tlc0 on Cah index (variable) ftnr oaf* di-Pa•. stat.,

but will still contain a large number of zero-freqii.wncy cells.

It is kncwn that the data are not conditionally independent. This

can be both an advantage and a disadvantage. The disadvantago lies in the

fkct t•hat unless aie knows pr~ciseiy the exact relationship among the

symptom. incurporattng the knowledge of the non-independence into

aoyes's 'rPorenm Is Impossible. One is left with the problem of estimating
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201"6 cell frequencies. The. advantage of knowing thatthe data are not

conditional'l, independent is that it may enable the observer to reduce

.the number of symptoms that must be considered iri making the dingnosis.

For instance, if knowing X provides a great deal of confide.nce about the

value of Y, one need not observe Y, since it will add little new

inoomatlon to the situation.

SuýLatd olutionu .% th. Pn~lrob j

The problem of massive relative frequency tables is faced in virtually

every non-trivial didynosis sItuation, Such large tables make it almost

impossible to create an adequate data base -for generating cell frequencies,

and are also difficult to apply, since there is such an overwhelming number

of cell values to use in applying B•.e'• " , Gustafson et al.

(1969) suggested that thie proper way to .andle this problem is through

nian-machtne systems in which man es•rmai-. the likelihoods based on his

personal knowledge and the historical data base.

A similar solution may be in order in the current situation. In order

to use such an approach, however-, one must accept the notion of subjective

probability that was discussed earlier. Recognizing that the data base

that is used to generate the likelihoods is not going to be suflficiently

lAryu Lu pro•Ide accurate estimates of cell frequencies, one can use the

data base as a random samp.le from which one can make Inferences about

the theoretical oistribution of cell frequencies.

In other words, the cell relative frequencies becoie riot the like-

lihoods themselves but clues from which one develops likelihoods. The

researcher is seeking for a wq of describing a de•gree of belief aboul



50 4

the occurrence of the empty cetlls, and is not restricted to a :imple

frequency count.

SFor the tifre being, igno.v the problem of non-indepandence: assume

that the symptoms are conditionally indiependent frora each othor. For this

situation that means that one must determine the likelihoods for 16 x 0)

x 17= 5,440 different symptom-disease cells, in an earlier study

(Bowers & Hausser, 1975) using civilian and Navy work groups, each of the

17 different proFiles was represented by at least two percent of the

groups in the defining samples. In that study, this meant that there were

at least 11 groups in each of the 17 profile ctegories. Although "il

groups "is not enough to assure that all, or even most, of the cellls in

the relative-frequency table are non-zero, it does provide d large enough

sample to obtain a fairly- good estimate of the mean and standard deviation

of ech index for each profile type.

Consider each symptom (index) as a random variable that can take on

any ut a number of values t~hat are at least ordinal in nature and are

probahly intprval measures. Intuitively, it makes sense to assume that for

any disease state, the distribution of values of May given index is an

orderly on,,. The historical data base provides a random sample of values

of the it-cex, but is subject to all the sampling errors inherent in any

random sample. From this point of view, It becomes unnecessary to maintain

the itrtificially imposed -interval groupings of the data scores. The

groupings were o1iginally done in order to create cells whose relative

frequencIes were to be estimated. The actual data values, however, fall

along a continuous line, and may be considered as having been generated by

an underlying Lontinuous prubability density function. Now, Instead of

L IL mi| "
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looking at cell frequencies, simply observe the mean and standard deviation

of the defining samrrple. From these sample statistics one can Infer the

characteristics of 'the uwde rlying data .generating popul ati on.

The researcher must decide on a family of distribution functions whiclh

will be assumed to be the data generating functions for the likelihoods.

Two continuous distributions that immediately come to mind are the normal

distribution arid the beta distributiun. Both distributions are well-kn•r'n,

easily described distributions. Whether or not either of them describes

adequately the inderlying distributions for the indexes will be dAermined

in the course of the research, but using either of them should result in

more dccurate posterior probability estiina' ,, than would the use of

inadequate cell relative frequencies.

An example might make the picture clearer. Table 3 illustrates how

one might derive likelihoods using the sample mean and standard deviation

as a starting point.

Example•

Assume that tLe historical data base has classified 50 work groups

into Profile A. For Index X, the distribution of scores is shown iv

Table 3.

Figure 4 illustkrates the freqcuency distribution for the sample. I
From the nmean and sLdndard devidLiuo ui Uih -wnple, b L--Fi L.LiLiuj tiorilim

and beta distribuLions can he derived. (See Figure 5 and Figure 6.)

From these dirtributions one then can develop likelihoods for the

20 intervals. Table 4 displays the likelihoods derived from the three

methidds. Notice that using of eithier the normal distribution or the

beta distribution elimiria!•s the zero-frequency problem, and smooths

out the curve.
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Table 3

SCORES OF 50 HYPOTHETICAL. G ROUPS

FORMING SAMPLE FOR EXAMPLE 1

Group Number Mean Score Group Number Mean Score

1 1.71 26 2.81

2 1.95 27 2.83

3 2.30 28 2.85
4 2.32 29 2.86

5 2.36 30 2.87

6 2.37 31 2.91

7 2.40 32 2.94
8 2.44 33 2.94 :n
9 2.48 34 2.99

10 2.49 35 3.03 ;

11 2.51 36 3.10

12 2.51 37 3.12

13 2.52 38 3.15

14 2.53 39 3.16
16 2.56 40 3.18

16 2.62 41 3.24

17 2.63 42 3.25

18 '..34 43 3.26
15 2.65 44 3.27

20 2.65 45 3.31

21 2.67 46 3.40

22 2.67 47 3.54

23 2.69 48 3.G0

24 2.70 49 3.71

25 2.77 50 3.92

tMan of Groups 2.787b

Stanard Deviation of GroUp= .5527

wil./•,, • .• •• . , . j - •. . . , ,.. . • .,
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Figure 4

Histogram of the Relative Frequency uf Scores in Exanplh 1
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Figure 6

Beta Distribution Based on the

Sample In Example 1
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Table 4

LIKELL•WOS FOR $CORES IN 20 INTERVALS BASED ON , 'Tr,

RELATIVE FREQIU.NCY, NORMAL DISTRIBUTION , MD BETA DISTRIBUTION

Ybtod of Calculation

Interval Freqtucy Normal Beta

1. 1.0-1.2 a .0014 .0001

2. 1.2-1.4 0 .0040 .0017
3. 1.4-1.6 0 .0098 .0082
4. 1.6-1.8 .02 ,DZ1 .023

5. 1.8-2.0 .02 .040 .047
6. 2.0-2.2 0 .068 .075

". 2.2-2.4 .00 .097 .103

8. 2.4-2.6 .18 .125 .124

9. 2.6-2.8 .20 .141 .134

10. 2.8.-3.0 .18 .140 .131
11. 3.0-3.2 .1? ,IZ5 .115

12. 3.2-3.4 .10 .09A .092

13. 3.4-3.6 .04 .063 .066

14. 3.6--3.8 .04 .037 .042

15. 3.8-4.0 .02 .019 .023

16. 4.0-4.2 0 .0091 .010

17. 4.2-4.4 0 .0035 .0036

18. 4.4-4.6 0 ,OQIZ .0008

19. 4.6-4.8 0 .0004 .0001

20. 4.8-5.0 0 <.0001 .00003

.,

-- • I -- iL
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Dellin ith &he Probl of -N ndegA dence

The problem of non-independence of synptoms is a difficult one to deal

wi th in a Bayesiana framwork. Gustafson et al. (1969) suggested that in

the medical situation the problei could be alleviated by having the

diagnosing physlclLns cluster the data into groups that they perceive as

being relatively independent. Again, a somewhat similar procedure co•ld be

used in the present study. It is straightforward to obtain a matrix of

pairwise correlations among th, 14 lndexes used itn the organizational

diagnosis. From such a correlation matrix, the indexes can be grouped

into relatively independent clusters. When data are conditionally

independent, the application of Bayes's Theorem is straightforward.

Let P(Sj / DI) be the likellhood for a given symptom cluster, and

assume that each symptom cluster is independent of all others. Let

Q(Sj) be the suir over all disease st-.tes (indexes) of the P(S /Dj)P(Di).n

In other words, Q(Sj) E P(Sj / D )P(DU). Then the posterior probability

of disease state I when only synmtom com4)lex j has been observed is:

P(01/ S ,~ ŽiJ / D1)P(01)Q(sl)

Now if one observes not Just symptom complex j but all m independent

symptom complexes, the posteri or probabi ity becomes:

P(S 1 / DI)P(S / Di)...P(Sm / Di)P(Di)

P(D1 / S 3 ,S2 , ... , SM)
Q~s)Q~•)..•sU

'4



Creating such conditionally independent clusters thus simplifies

Um caq~.tatimn of posterior probbilities once the likelihoods of the

clusters bave been detennined.

The diagnusticlart mubt, however, still deal with the~ issup of

n. n ~ndoW~,nce within each cluster. One way 'to deal with it would be

to comute a singlge scare for the cluster, an average of the scores for

the indexes comprising the clus'ter. 'This 'is simply a data redsictioet method.

AI A second way of dealing with this issue would be to look at the

multiple correlations of related Items. and reduce the likelihoods based

an those correlations. For instance, suppose that Inde~x A and Index B

* hav" a correlation coefficient of .70. This meavis that .49 of B's variance

is accounted for by variability in A. If the two indexes were conditionally

independent, one would obtain the likelihood of the ABl combination by

simply multiplying-the likelihoods for the two indexts. But since the two

k I ~ art t.m;related, multiplying Vve two like'lihoods will yield a likelihood

for' the clusiter that is. too large. That over-estimation can be comnpen-

sated fo~r by redtingj thie individual likelihoods by the amount of variability

th~n. they share. Tias if the likelihood ratio for two profiles was X

if the symptons wene: intdepenident, Oim that likelihood ratio would be

.SIX if the~y were orrelatod by .70, '(Nis is because the commo variance

-r
2 ow- .49. Unique var1irica of *adi- fs' 1.0 .49, or' .51.

A. word al'out like~i..,uads and 1'9kelihoad ratios is in order. One of

It 1i the mome d1ffca~ltvWawse to ýobtain 'in uting BAyes's Theorem is thi

denominlntor of tht. e*quation.- I P(S.A,S 1 , -A. /sn D 1)P(D1). Whell

il T 61iv* i'swr WVtLett -1n wuta- Is Cal lod 'We ()ds - I I e Ii hood ratl G f Orm,

I, tiist~ detidiiititur, drops Wt. Odds. art t ly ratios prt'h.'bilities.
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The prior odds of disease I against disease k are simply the ratio of the
P(D1 )

prior probabilities of the two diseases. Thus, no ", Similarly,
P(D k)

likelihood ratio for two disease states Is simply the ratio of the

likelihoods for the two diseases. And posterior odds are the ratio of

posterior probabilities. Using the odds-l-ikelihood ratio form of Bayes's

Theorem simtlifies things a great deal. Let ;0 be the prior odds of

disease I against disease k. Let Q, be the posterior odds, and L be the

likelihood ratio for symptom complex J. Then Bayes's Theorem beconies:

91 - Lj%. When one Is dealing with conditionally independent symptom

complexes, the equation beconis: Iil - L1L2...Ln%.

In the preceding paragraph it was suggested that the likelihood ratio

of a symptom in a given sy'mptom1 cluster be reduced by the amount of overlap

that it had with others in the cluster. Applying this principle to likelihoods

rather tMan likelihood ratios would be difficult becausu of the complexity

of coiiputation, but is straightforward when one uses the odds-likelihood

ratio -form of Bayes's Theorem.

The specific analyses under consideration suffer from eac of the

difficulties that can occur in trying to apply a Bayesian appr'oach to

orpat zational diagnosis. However. the techn4ques described previously

can be used to alleviate the difficulties. It Is proposed that four

different tosts of the Bayesian technique be rmde, two of them assuming

conditional independence and two of them dealing with issues of non-

Independence. In all cases, however, it 'is proposed that the data bank

be divided Into a defining sample and a validation sample. The defining

stmple should consist of approximately half of the work groups in the



data bank. Thus the definineg swpeN will be approximately 3.00.

Cla~fythe3,00 wrlkgropsus-Ing the c~ai eeoe yteHGW

tactinique, Create tor each profile type a set of descriptive statlst~cs

and relative frequency tables for each of the 16 indexes.

For this part of the research, assume that the. 16 indexes are

condittionally independent. Ba-ad oii that assump~tion, the researcher is-

concernied only with determining the pi-c~ab'ility density function of e!ach

index for each profile. and nee~d not corosider the problem of determini~nig

cor.Onned density ftviction% for all 16 inde-xel. Ftirther, It is

proposed that the researcher use theo odd%-likelihood ratio form of

Bayesus Theomw', whico means that. the ratio5 of 'ýAe density functions

rather than the absolute values of the density functions Are the values

of Interest. The two different ways of developing likelihood ratio

4enslty functions will involve two different fari lies of continuous

distributions.

Uh V T~h~e _fýqjy jfLjrj4#1kjjLrj1uti ons. For each prof i Ie.

determnine tho mean and ýtaridard dayiietlon of thie member work groups on

each index. A65ame that the underlying data penoratingJ distribution is

a normal distribution with mpo And variance equal to tht sarnple meari

and unbiaacd Rept1lntc of the sax-tle yarlan~r. The result willI be~ for, eacht

index a set. Of norm]l density functions,. one for each of' ýhe 17 profiles.

In order to use the odds-likelihood ratio form of boy-Ws Theorem,

select one profile of Ote 17 as th# lstai.lacd.' against Which the

rmud ninil 16 profilUs will *ado be conpared. Then to obtitan posterlor



61

probabilities across the 17 profiles for any work group that one wants

to diagnose, sinply apply the odds--likelihood ratio form of the theorem

16 times,-• na convert the posterior odds to probabilities. Under the

assumption of independence, the posterior odds for any-6rofile comparison

will simply be the product of all the likelihood ratios (one likelihood

ratio for each index) times the prior odds.

Classify each of the defining sample work groups using the prior

odds and likelihood ratios developed using the normal density function

4ssuption. A further test would be to classify the remaining work

groups, thotc in the vy!idetion Piý,plp.

Method 2: The Famil of Beta Distribut'ibis. The beta distribution

is a unimodal, continuous distribution, as is the normal distribution.

It has sonm characteristics that are particularly appealing in the current

situation. The range of scores on the Survey of Organizations is limited;

values may range between one and five. The normnl distribution assumes

an infinitexrange, so it is known a priori that tlk: normal distributioln

can never exactly fit the actual distribution of work group scores.

7h1. discrepancy becoins especially severe when the mnean of 'the distribution

Is close to either end of the range, since the actu&t" distribution Mst

be skemd but the normal distritution is symmetric.

The beta distribution, however, is defined over a closed interval,

such tv that which the SO0 scores cover. It reflects the skewness that

is reqruird by such a range restriction. The b6ta distribution is defined

by two independent parameters which are uniquely determined by the mean and

variance of the distribution. In straightforward fashion one may compute



the two parameter of the beta dist-ribtition, thus obtaining for each index

on eftch profile the underlyinq density that will determine the li-kelihood

ratios.

Once the density functionis have been determined, proceed as for the

normal distribution test. classifying each work group in the defining

saMple and the validation sample according to the posterior odds resulting

from the beta-famwily likelihood rati,1'.

Tent AW 4eenrinjjNmi-ftdepandftiou0F Two methods will be used to test the Bayesian diagnosis technique

which take into consideration the issue of conditional non-independence.

Thes~e me~thods should be applied after the two methods assuming independence

have been done. Select the better family of distributions, to generate the

III underlying probability density functions.
For both methods. the first step is to obtain a correlaktion miatrix of

all 16 indkxes. From this ,natAx, select clusters that. are relatively

uncorrelated with each other. This procedure should result in the

reduction of 16 non-independent indexes to about five relatively Independent

* clusters.

Met~hod 3: Creationi of Grouped Scores. This method deals with the

non-indeipendance problem by r~educing the data to a set of hopefully

independent scores. After 'the clusters have been determinied, (;rede aI

single score for etch cluster that Is the tman of the scores of thý

indexes belonging to the cluster. Then tre~at the nPiu scores as Independent

data and develop the distribution functi1xis as described 1P the section,

assuming indtpendsnce. Once the distribution functions have been

ts, ,determined, cirry out the classification tesU. as. de-tcribed previousl1y.

m-mmm
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Method 4; Reduction of Likelihood Ratios by Degree of Shared Varlablliv.

Starting with the relatively small nuuber of independent Index clusters,

look at. the multiple correlations among them, This can be done by selecting

as the "dependent" variable the index which has the hiqhest correlation to

all the others. Then, treating the other Indexes in the cluster as

independent variables, perform a multiple regression. One of the outputs

of the multiple regression is the partial correlation of each variable

from which one can compute the amount of variance uniquely accounted for

by each variable. The likelihood ratio for a given cluster would be the

product of each index likelihood ratio, reduced to the amount of unique

varianc- it contributes to the overall score.

Exam l

Suppose that Cluster A is comiposed of Index X, Index Y, and Index Z.

Also suppose that Index X is the most highly correlated with each of the

other two indexes. Make Index X the dependent variable. Suppose that the

multiple regression of X with Y and Z results in a multiple R of .86 and

partial co.,relations of .69 and .08 for Y and Z ruspectively. Then

assume that the marginal I ikelihoud ratios for X, Y, and Z are LX, Ly, arid

LZ. Then the coiri,•,iJ likelihood ratio for, the cluzter would be;

LC a (.36)2LX X (69yl~y x (.08)'LZ.:3 The multiple regression need not be done for each prof-le, but should

be done only once, for the overall defining sample. This will When yield

raduction factoa for each index cluster that will be used In all

likelihood ratios involving that cluster.

This procedure will result in downgraded likelihood ratios for each

cluster. These modified likelihood ratios will then be treated as

conditionally independent figures In Bayes's Theorem.
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It is apparent that in any non-trivial situation, tie use of Bayes's

Theorem to determine the probabilities of the possible profiles given the

index values is difficult .:t best. The two most difficult problems are the

almost guaranteed inadequacy of the data base and the issue of conditional

non-independence. Mouifying the technique so as to in some way alleviate

these problems leads to less confidence in the final probabilities, since

they are based on subjective estimates that are only "best guesses" about

the veridical valLJs. If the measure of goodness of the technique is

its distance ?rom the ideal profiles as developed by H-GROUP, than the

ttyesiai:h wip1,1 i fl •.,,.,dly ,.rfi:), less :!ell th1 n " 'st89ce-bNaerI

approach.

If, however, other criteria of goodness are used, the Bayesi an

"approach mikv prove to be more useful than some other approaches. 0ne

positive aspect of the Bayesian approach is that it does not, strictly

speaking, reach d diagnosis at all. The final output is a set of

Fr"ouabilities over all possible profiles. Presumably, the diagnostician

would select that profile that has the highest probability. If, however,

the ultinmate use of the diagnosis is in determining treatment, the

diagnostician may want to do more than make a diagnosis. He may want to

select the treatment that will yield the highest expected return. In such

a case, he should got ignore all the less likely diagnose.,; but should

.* h ~v vnphrip$f *Jvalp of' thip varionw trp~atmtnipts hy the likelihood

'that they are to be applied to each of the possible disease 'states.

rr
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Another criterion of goodness may be the ability of a practttionee t

make a diagnosis while in the field. If tie is restricted to a distance-

type moýel, that me be difficult if not impossible. With the Bayesian

model, detennining the initial set of likelihood ratios is the diff1culc

part; once the values have been determined, however, it would be fairly

simple to oquip the practitioner with a simple Bayesian equation to use

in the field. It would proably require the use of a hand coflculator, but

not a computer*.

Ther* are various other criteriA, such as conputing expense, the

amount of data Uat niu~t be evaluatcd in c.der to reach a diegnosis, and

tLe ease of selecting second and third choices. Whether or not the Bayesian

approach would perform well under those criteria is certainly testable.

O.-

II

is _ _ _ _ _
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EXAMINATION OF, TECHN4IQUES

Accujr Based Cri teri a

The purpose of this sect-Ion is to present five different criteria

to use In evaluating classification procedures, each of which Is based on

4' a measure of accuracy. In later sections, non-accuracy based criteria
are discussed.

The four d-ifferent classification procedures to be investigate~d aý,e

H a declsion Lree (DT) . multiple discriminanit function (MDF) , a Hayes rule (B),

and a straight (least squares) distance function (OF). The typology irito

which work groups are to be assigned has been discussed earlier In this

report. Two aspects of the typology and its developup'nt. arp, relevant to

the investigation here. First, it has been derived by a clusteriig

algor'ithmi which, Iti effect, groups the otoservations (vectors of ipeufl

scores from work groups) so as to minimize the variance within clusters.

The variance metric is also a distance metric, which will resUlt 'in thec

same classification by the OF for a particular work group as you would get

3 by including that work group in the clusterinq process originally. The

cons'iqueric' is that we will use the distance function (DF) classification

as the correct classification -for any particular work group.

The typology developed by the clustering algorithm allows the creation

o f a vetctor of scores from the averages across all work groups with-in tile

cluster (B~owa & Ilausser, 1975). Thus, we can think ot Wne typoiogy

containing 17 types as a set; of 17 vectors. That is, a type is represented

by a single vector of scores..
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P'rýportion or eoryctc (rZaneificat;lon

The classical criterion for evaluating classification schemes is the

proportiov of agreement with some external "expert" opinion. In the

present situation, is discussed above, the expert opinion will be that

provided by the diistance function (OF). However, there is some interest

in seeing how well one data analytic technique is able to reproduce another

data analytic technique when additional criteria (beyond proportion of

agreement) are considered. The reader is referred to the following

sections for liscusslon of other criteria.

As a buyinning, we propose to analyze the three classification

procedures, MDF, B, and DT, by comparing the proportions of agreement with

PF. The straightforward process will be as follows:

Fhr each of MDF, B, and DT, compute the proporLion of the

(approximately) 3,100 work groups which are asslnned to the same

type by both the given procedure and IF.

The figures obtained from the above analysis can be viewed, for

each procedure, as the percentage correct within each type of the typoloqy

as well as aggrujated across all types. Such a review way enhance the

application of the technique in other settings.

RýgL roduce t~he..Tj.pcjkg&
Assume a particular classification procedure has classified, say, k

groups Into a single type within the typology. It then would be possible

to compute the averages fo' those k groups, resulting in a single vector

of Index scores. It is desirable to have this vector of scores for the

0 1 M........
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assigned groups be close to the vector of scores which represent this

type. A measure of accuracy of prediction would be to compute the sum of

the distances between each of the '17 types and their corresponding

mean vectors from the groups assilgned to them,

A criteriont for evaluating the different classification scheines, then,

would compare the sums of distances between the typology vectors and the

group means. Because of the use of a standard distance measure to compare

the type vector anji the vector of average scores from the observations

assigned to that type, the distance function will do best here, as well.

However, it would be appropriate to compute the sum of the distances

forA - . uWc. , z t.,.-. . ntV. . - - -. . ---h..4 - -ould - . _r Irb

The procedure to implement this process, using all (approximately)

work groups, is as follows:

For each of MDF, B, DT, and DF:

1. Compute a vector of akverage values for each set assigned to

a type by the procedure.

2. CoMute the distance between this vector of averages and the

type vector.

3. Sum the dist•nces across all types.

For each of MOF, B, and DT:

4. Compute the ratio of the sum to the sum for DF.

,•__ JL •! • . • ''• •. L , ,j , •• , ,J S
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The classical distaece metric considers each of the dimensions equally.

It is known that of the 14 dimensions resulting from the SOo they are

not all of equal ihportance, Merited, then, is the consideration of a

distance metric which weights the dimensions according to their importance.

One possible scheme for ordering the 14 dimensions would be to use the

criterion of the ýtrength of the relationship between the single dimension

and a measure of productivity. We will refer to such a rank..ordering of

the dimensions, and the weights assigned to such an ordering, as the per-

'FJ1 formance orderinq and performiance weights, respectively. Another example

of a method for ordering the dimensions is to do so according to the

susceptibility to change. The different dimensions of organizational

functioning as defined by the SOO respond differentially to planned change

activities, and some are more difficult to change than others. The

weights resulting from ordering according to this criteria will be

called change weights.

Algebraically, the classical distance is given by d : iZyi
where y and Z1 are the two points of interest. The weighted distance is

given by d - )wi(yi-_i)2, where w,, w2 . wn are the weights assigned

to the dimensions.

The actual choice of the weights can be based on several possible

criteria. The underlying premise is that the weights reflect the relative

Importance of the dimensions. As mentioned above, it is possible to rank

order the 14 dimensions of the SO0 according to their correlation, pairwise,

with some productivity criterion, One such criterion is total variable

S-1
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expense (TVE), Wasurad ?s a percentage, which reflects actual costs

compared to a standard. Data are available on the correlations between

work group SO0 scorvs and MVE, for a large: number of work groaups in o

variety of organizations. These correlations, r1 (between the ith index

& TVE) can be used as weights according to w, = rt where c is a constant

chosen so that TwI;l.

Considerable research has been done on changing organizations, with

specific measurement of that change by the SOO (Bowers & H.&usser, 1977;

Bowers, 1973; Franklin, 1976). As a consequence of the work done In

these past investigations, we are able to obtain change scores on each of

the 14 SO indexes over a large nutrier uF wuwk ý,ioupý wthlut mh I

additional work. Let these change scores be represented by gi, g2 , ... 0 g,4.

Define w-!--gi/c, again where c is chosen so that E wMlI. These then will1-I
be the change weights.

The procedure to compare the classification techniques will be as

follows:

1. Establish a set of performance weights and a set of change weights.

2. Conpute vectors of average values for each set assigned to eaca.

type by each classification procedure.

3. Compute the weighted distance, d%, for each set of weights,

between the average for the type and the type vector.

4. Sum the weighted distance across the 17 types, fqr each pro-

It is noted that this procedure Is sirdllar to that suggested under the.I

heading, Reproduce the Typology.

II.
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Z.. -o-Oe CIunt

In assigning a work group to a single type withi the typology,

two different patterns of work group scores may lead to tha same distance

from the type. Consider the following exanTmle, simplified to reflect

only four dimensions.

type (2,?,2,1)

work group 1 (4,4,4.3) distance - 4

wori group 2 (2,2.2,5) distance - 4

One approach to overcoming the aboýe situation is to use the weighted

dimensional distances described earlier. An alternative approach is to

couw't the number of dimensions for which the assigned group -is significantly

different froam the type.. If we define significantly different as being

greater than or equal to Lvo in the above example, the counts would bP

four for work group I and one for the second work group. Mathematically,

this counting can be represented as the sunm of the values c,

if i

if YI-XI 1 1<s.

Here s is Me value defining significantly different, and Y and X are the

vectors representing the poim ts of interest. We will let C- 1:c . Then

C may be cwii,)uted for each work group assigned to a particular type, and

either an average comrputed for each type, or sumned across all work groups

dffGi L W.y.•ia 9 1 .t.. . g . .. i . -

relative magnitude or theoretical argument. For the pre:.ent study, we

prop 4e s be chl;en as a measure o0: the average variability of the SOO

indexes. Letting jiI be the varia, a within types of the Ith index

averaged across types. Then let -- ,; where a may take on tha

'alus I, 1I, and 2.0.



Thus, CT could serve as a criterion for' evaluating Ume accuracy of

classficatiofý. The procedure involved wotild be:

1,. Asi'gn a value to s, the significan, d1ifference,

2, For eadc procedure., compute C for each work group.

3. Compute C1' for each procedore.

Alternatives could Irn.1ude examining different values of s, or even

different values for each dimension, say 5 . This latter poss'Ibilit y

4has the potential for weighting the dimensions.

One drjywrneni djyainb w o 1'U4 4.0a% A lroqanq of correct

classifications is that it treats all xi class'Ificat'iW as equal. That

.1 is, there -is no distinction between misclussIfying 4 p'articmar work group

into nqy of the k-.1 incorrect types in a typology of k types. It Is not

wxiusual, however, for the cost of misclasslfication to be widely differnt

across the k-i incorrect types, as well as beingi contingent on the correct_

type. Fory exaople, incurrectly diagnostnV an i'ndtiv'ual with a sevey ly

sprained ankle as huwinq a braokevi ankle or having letakaemia has different

costs; additionally, itIcorrectly diagno•ing an er.ephalitis cas4 as a

broken ankle or le' kami a has yet di ýfervnt caosts.

An alternative to the straight proportion of correct 'iaasficatioji

c criterion of accuracy is one which allows for dlfterential costs of

for misclassiftcatlwi for inclutsi In te preiant study.

- . ~. .*A &.iA5 YQ' 1 ~ 1 IW'& * &.6 4.1 II 661h6,lA~ul.*,
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1. That a cost of 0 be assigned to any misclassification of a

work group into a category which calls for (a) treatn.nt

if so does the correct category, or (b) non-treatment if

so does the correct category; otherwise the cost Is 1.

2. That a cost of 0 be assigned to any misclassification of

work group Into a category which calls for a treatment which

is known to have a positive effect on the correct category,

and a cost of I if the incorrectly selected c:ategory coils

for a treatbnent which Is known to have no effect, or a negative

effect, on the correct category.

These are only tW'o models of a vast number of possibi litles for costing

misclassiication. However, they are reflective of the primary concerns

of misclassification -- the application of inappropriate or hamrnful

treatments.

Bowers and Hausser (1977) examined the effects of differenL change

strategies on each of the 17 groups of the typolQgy. They rated the

effects either as negative, neutral, or positive. For number 1 above,

it is possible to define a work group calling for treatment. Otherwise,

the work group calls for no treatment. The results of Bowers and Hausser

(1977) c.an also be used to establish the appropriate pattern of costs for

number 2 above.

Notationally, the above procedures can be generalized as follows:

let the 4ypology contain k types. Let C~j represent the cost of diagnosing

type I into category J. Then CtiO., but we need. not have Cij equal. The

tut .atrH. is then a k. x k matrix, giveui by:
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colum u rpresen s
classified suate

CIL cla CIA .. . lk

rum represents true state C21  C82 C" .C...ak

CkI Ck2 Cs ik

The tradAtioal accuracy cr1terion of frequency of correct' classifi cation

h&s cost matrix

o 1 I .... 1 ;
1 0 1 .... I
1 1 0 .... 1

1 11 .... 0

For prtoedure 1 above, ausune that the first t types tall for

treatment, and that the last k-t types indicate i. tre•tmant. (We may

consider treatment as a major intervention into the life of the work

group.) Then the cost matrix for procdure 1 is given by

t k-t

0 00 .0~ 1~ 9 *

0 0 00901 1.91

0 0 0 0 1 1 1I .. .10 0.. 0
II 1 0 0 . 0

•t
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-we let f be the frequency (relative) of claslsfying true tpe i

as type j, the accuracy index A is given by which one
A- i,j, Cii fij

wishes to mlni mire.

For the classical procedure.±, A is Just the total frequency of' misclassi-

fi cati on.

A second variation in the cost of misclassification is naturally

availoble using a Bayes classification procedure. When using such a

procedure, the result is a set of k (posterior) probabilities that the

work group Is of type i, i - 1 2, . .,k. The generally accepted process
is to classify the work group into the type for which the probability

4 the !xr;.eat Hawpver. It is possible to say that, with much higher

probability, tha .he work group belongs to one of the three, say, types

with th',_ three largest probabilities. (Clearly the selection of three Is

arbitrary.)

Hotationally, the above can be developed sequentially from the earlier

model. Let bnlJ be the cost of classifying the n work group, which is

actually of type i , Into type J. (Note that we don't have bni. and

bn,,, but only bnij for one pai - of values i. J.) In effect, b nij=Cij.

Then we have
# work groups
E. b nLj C i ,

if am. wants to consider the two most likely groups of classification,

then. not.stionally, let

bnijk

2 koi
0, otherwise.
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and the three most likely groups procedire, has the following notatlio:

b C + C +Cnlik] jILI if l, i

3ki
kJl

*110i
0 otherwise

Here bnhjkl represents the cost for actually having classified the nth

work group, which is of type i. as type j or k or 1. The cost Is zero

If any of j, k, orl are correct, Clearly one is interested in minimizing

# work groups

"n-l nijkl
While the Bayes approach lends Itself naturally to classifying a work group

as being one of a set of three types (rather -than a single type), It is

possible to do this with other classification procedures as well. For

exanple, with the distance stacistic, which assigns a work group to the type

to which It 'is closest, It is possible to define a set of three types by

choosing the three types to which it Is closest.

In that the approach by defini tion gives the right answer, it is

appropriate to ask why classify into o set of three types. However, as

discussed elsewhere in this report, other factors such as reduced data

sets, ease of computation, etc. lead to continued consideration of using

the distance procedure in this way.

We then define a third cost of mi uclassification procedure as

3. That -a cost ou 0 be a sigaed to any classificatiow of a work

group -into a set of thiree types 'where one o- The Lnree is uie

correct type. and otherwise, the cost is 1.
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ko-ccuragy Based Cri teri a

Inforrat'von Requird t ake a Dctzeicn

One criterion by which one can compare diagunostic techniques Is the

information required to reach a diagno~.s. If twvo techniques perform

equally wellI when the fullI set of indexes is used in the diagnosis, then

it will be to Lhe diaylos ti cian's advantage to u, e the one which requires

lItss information to reach a decision. Collecting and processing Infonimation

is costly, in terms of money, tioe, and complexity of processing. Fur

instance, if one can obtain results using three pieces of infornmation

that dre as good as the results using -five pieces of information, it. will

clearly be advantaqjeuus to use only three vieces of infurmation.

The most obvious way of reducing the amount of required information

is to find an appropriate way to reduc.e the nutibier of indexes that airp

used in tile dhignustLc; process. There are two ways of reducing tile number

of Indexes. The first is to discard or elfittInate Ividexes that have been

shown to be unnecessary for -the diagnosis. The second. i., to contine

several indexes Into %uper-indexe:..' For instance , it might be possible

to combine the four peer- leadership Indexes into a single index.

First, con-sider reducing Information by deleting soIectnd indexes,,

lit order to test t.'Ie feasibility of reducing the information rvquired to

rtach a diagnosis in that way, the following steps ar*. proposed, usiny t~he

defininq swvmle fromt the data set:
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I.For the Multiple Discrimin.dnt Function, set a criterion cut-off-

point for the weiqhts of the variables. Elimin-ite from theV

diagnostic equation those indeges whose weights are beluw the

cut-of point. Classify -the definingj saimple groups based on the

abbreviated equation. Compare. the 11-G1R)UP results and the complete

equation MOF results, using proportion of correct classification

as the criterion. If time and resources allow, this could be
a stiap-wise procedure, in which the indexes are deleted one

at a time, until a proporti on-of -correct-cl ass ifi cation cut-off

has been passed.

2. For the Ilayesian method, the Indexes to be eliminated would1:be those that discriminate least among profile types, I1.e., those

~ I whose likelihoods do not vary greatly among profile types.

Each index has associated with it a distribution of likelihoods

for every profile type. The current study proposes to determine

those likelihoods not froni the relative frequencies of cases -in

the cells, but by deriving the assuined underlying distributi on s

charicter-lzed by the mean and standard deviation of the work
group scores in each profile type. fhiý, Rpans, for instance,

that Index A ha., associated with it a mean and standard deviation

of group scores for each of prof-Ile one, profi le two, profile

three, etc. One measure of the degree of dissimilarity among4

' we pr'ni ies is the standard er-rur ui ule n1OU01, V1. hII uU-1t:

words, the standard deviation of the mean scoums ac.ess profiles.

~'.. A
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The rule for elimination of Indexes would be to select a criterion

scoie, and to discard all index. whose standard error falls

below that cut-off. -!

As was suggested for MDF, the criterion would be the

proportion ot correct classifications using the degraded

equation. The procedure could also be applied step-wise, if

resources should permit.

3. For the Decision Tree technique, the selection of easily

deletable indexes should be apparent as the tree is con~structed.

Again, one would select those indexes which least accurately

discriminate among the profile types. The degraded decision

tree would be tested using the proportion-of-correct classification

crite,", on. This will be discussed more, fully in the technical

report on the decision tree.

The second inethod of Index reduction is the combining of indexes.

In order to test the feasibility of. cnmbining indexes, one would need

to go back to the data set and perform sonm clustering procedures.

With new clusters, one would again perform1 H-GROUP to derive a new set

of classification equations. Since this would be a very large study in

-Itself, we plan not to look at Information reduction of this type in

this project.

Sm1m
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Amnount oft Datra RequiYvid to DeveI9o2 the iamz.osia. Prvoesse

Of interest to the researcher is not only tie amount of data that must

be processed to obtain a diagnosis. but also the amount of data required

to generate accurate diagnostic processes.

All of the techniques to be tested reqtire sone kind of historical

data base, from which the diagnostic process is generated. In all

instances, larger data bases should provide more accuraq• than smaller

ones. If one technique can be generateb quite accurately from a smaller

data base than another, that technique would be preferable, since it would

be more cost effective.

In order to test the relative strength of each technique on this

criterion, we propose to draw o random siamle (25%) from the defining

sample, developing the M4DF, Bayes, and Decision Tree models from it.

We will then compare the models against the broader based models to test

relative efficiency.

iiV
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lI~ae o" Ca•Z•wtation

The ideal diagnosis teihnique is not only accurate, but relatively

siaple to perform. In the organizational diagnosis situation, the

diagnostician may very well be a change agent who mUst 'make treatment

reconmaendatlons while on site or otherwi out of contact with computer

facilities.

Three ease-of-calculation factors are:

1. Can be calculated on-site versus in a central

location.

2. Can be done with a hand calculator or by hand versus

requiring EDP facilities.

3. Few things to be calculated versus many things to be calculated.

While not identical, these three factors are obviously not completely

independent of one another.

The comparison of diagnostic techniques on these factors will be a

matter of subjective judgment. It is proposed that after the optimal

solutions have been deter'iined for each diagnosis technique, the researchers

create a table indicating their assessnent of each technique on the ease

of calculation factors. rhe diagnostician will then be able to select

among the techniques when ease of calculation is an important aspect ot

a project.
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SUI•ARY

This report both introd4ces the topir of research on organizational

diagnosis and discusses the methodological issues involved in it.

It then descr'bes the analyses to be reported in subsequent technical

reports in the series.

Any objective review of the literature of organizational development

and change revea' that organizational diagnosis is less than a conswuMnate

skill in profes ional practice. Fi,,dings front the general field of

assessment and ;lassification indicate that an acceptable procedure

for organizational diagnosis ought be stLtlstical, rather than clinical

or judgmental.

Diagnoses are really probability statweents comparing a sequence

of observed symptoms or characteristics with hypothesized symptom

sequences derived frcxm past research.

The Survey of Organizatigns data 1.mik provides a ready resource for

systematically examining difterent statistical nethods of organizational

diagnosis. l'o its approximately 5,600 civilian work groups, representing

a broad array of industrial and governmental settings and levels, are

added 520 militaryiwork groups drawn In post. studies from the Navy and

Armiy.

Four nrtw.ds of dlagaostic classification are to be examined:

distance function, multiple discrirninant function, Bayesim, and decision

'tri
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Succeeding tedhnical reports in the series cover the following

analyse:

I. Assignment of all 6,119 groups to one of the 17 types in

-the Bowers and Hausser typology by a distance function method.

This procedure will constitute the "expert dlagnosls"

cri teri on.

2. Calculation of discriminant function weights from d developmental

random half-sample of 3,000 (approximately) groups.

3. Development of likelihood functions to use in Bayes's Theorem,

under the following conditions:

(a) Independence of Index measulres:

(i) Assuming an underlying normal distribution.

(0i) Assuming an underlying beta distribution.

(b) Non-independence of index measures.

4. Assignmentr by a decisiun tree procedure.

5. Comparison of the techniques in terms of accuracy-based

cri teri a:

(a) Proportion of correct classification for MDF, Bayes,

and DT methods compared to a distance function criterion.

(b) Reproduction of the typology.

(c) Weighted dimensional distances.

(d) Zero-one count.



84 '

6. cowpilson of ums tachoqusm in tam*N of se~twry of pffl-

cuassificatim.' efined as csits ca#tdw1 with irw~raopriati

tmoont rocmmm~wottims.

7. Ca~arisan of the thuiqmas In taro of ftiformaiton. rqui red

by (4) eliminatin~g Indtexes, (bl collapsing imdtis. 4nd

(c) $armlifig of responctnts.

8. Cosuartson of the tedhniques in tUvti of- ease of ackwciation.
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